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The Progression of the Scientific Method

Scientific knowledge at scale
AI-generated hypotheses
Autonomous testing

Empirical 
Science

Observation 
Experimentation

1st Paradigm

Theoretical 
Science

Scientific Laws in 
Physics, Chem, 
and others

2nd Paradigm

Computational 
Science

3rd Paradigm

Simulations
Molecular Dynamics
Mechanistic Models

Big Data-driven 
Science

4th Paradigm

Big data, machine learning
Patterns, anomalies
Visualization

Increasing speed, automation, and scale

Credits: Ian T. Foster, UChicago



ML/DL in Science not So Long Ago
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ML/DL in Science not So Long Ago
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Traditional ML                      Foundation models

Credits: Ian T. Foster, UChicago



The scientific method remains slow and labor-intensive

Credits: Ian T. Foster, UChicago



Despite acceleration of some steps via HPC etc.

Credits: Ian T. Foster, UChicago



Extraction, integration and 
reasoning with knowledge 
at scale

Tools help identify new 
questions based on needs 
and gaps in knowledge

Machine representation of 
knowledge leads to new 
hypotheses and questions

Generative models 
automatically propose 
new hypotheses that 
expand discovery space

Robotic labs automate 
experimentation and bridge 
digital models and physical 
testing

https://doi.org/10.1038/s41524-022-00765-z 

Pattern and anomaly detection 
integrated with simulation and 
experiment extract new insights

Hypothesize

Test

Study

Report Assess

Question
Accelerated 

Scientific 
Method

Engage AI assistants to help overcome bottlenecks

Credits: Ian T. Foster, UChicago

https://doi.org/10.1038/s41524-022-00765-z


Industry Investment in AI 
Cyberinfrastructure



National Investment in AI 
Cyberinfrastructure

• To accommodate the increasing need of HPC for AI, the US 
government has heavily invested in supercomputers:
• TACC Horizon, O(1000) GPUs, to deploy in 2026, funded by NSF LCCF
• NERSC Perlmutter, +7,000 Nvidia A100s, deployed in 2021
• ALCF Polaris, +2,000 NVIDIA A100s, deployed in 2022
• OLCF Frontier, 37,888 AMD MI250X GPUs, deployed in 2021
• ALCF Aurora, 63,744 Intel GPU Max Series, access open a week ago



National Investment in AI 
Cyberinfrastructure



2017-2025 Research Focus
• Non-convex Optimization

• Large-batch Training
• 2nd-order Optimization 
• Gradient Sparsification 

• I/O System
• Efficient I/O for Neural Network Training 

with Compressed Data
• Fair-sharing Remote-shared Burst Buffer

• Job Scheduling
• Tradeoff between turnaround and node 

hour consumption
• Carbon emission



2017-2025 Research Focus



AlphaFold2

OpenProteinSet

Software Installation

Run on Many GPUs

Job Management

Data Management

Provenance Management



OpenFold

OpenProteinSet

Software Installation

Run on Many GPUs

Job Management

Data Management

Provenance Management

Diamond: Train Any Model with Any Dataset on Any Machine!



• https://diamondhpc.ai/
• Web UI training management on 

NAIRR GPU Resources
• Container Image Builder
• Job Composer
• Task Management

• Future functionalities
• Data management across clusters
• Provenance tracking

Diamond: Democratizing large foundation model 
training for science



Diamond: Democratizing large foundation model 
training for science

Train and fine-tune large neural 
networks anywhere

Leverage cutting-edge training 
libraries and state-of-the-art training 
practices

Scale training pipelines to the largest 
HPC resources

Manage training datasets across all 
your computing resources

Discover or build 
training containers and 
adapt them for specific 

HPC resources

Deploy, monitor, and 
manage the training 

process

Pick your training dataset, 
configure training parameters, 

and select training compute 
resources



Diamond: Democratizing large foundation model 
training for science



Diamond: Train Any Model with Any Dataset on Any Machine

• Custom Container Image
Globus CI

Login
Container

Builder
Job

Composer
Job

Monitor



Diamond: Train Any Model with Any Dataset on Any Machine

• Compose and Run a Job
Globus CI

Login
Container

Builder
Job

Composer
Job

Monitor



Diamond: Train Any Model with Any Dataset on Any Machine

• Monitor Jobs
Globus CI

Login
Container

Builder
Job

Composer
Job

Monitor



• https://diamondhpc.ai/
• zhao.zhang@rutgers.edu

Diamond: Democratizing large foundation model 
training for science
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