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The Progression of the Scientific Method

Increasing speed, automation, and scale> -
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ML/DL in Science not So Long Ago
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ML/DL in Science not So Long Ago

Predictions, e.g.,
transient events
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Traditional ML

Training Tasks
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¢ |ndividual siloed models
¢ Require task-specific training
» Lots of human supervised training

Foundation models

Massive external data
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¢ Massive multi-tasking model
e Adaptable with little or no training
e Pre-trained unsupervised learning
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The scientific method remains slow and labor-mtenswe
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Despite acceleration of some steps via HPC etc.
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Engage Al assistants to help overcome bottlenecks

Extraction, integration and Generative models

reasoning with knowledge Hypothesize automatically propose
at scale X new hypotheses that
\ expand discovery space

: Accelerated \

m Scientific

Method

Robotic labs automate
experimentation and bridge
digital models and physical
testing
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Tools help identify new
questions based on needs
and gaps in knowledge
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Machine representation of Pattern and anomaly detection

knowledge leads to new integrated with simulation and

hypotheses and questions experiment extract new insights
https://doi.org/10.1038/s41524-022-00765-2
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Industry Investment in Al
Cyberinfrastructure

RESEARCH

Introducing the Al Research SuperCluster —
Meta’s cutting-edge Al supercomputer for Al
research

RSC: Under the hood
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Al supercomputers are built , which are then con
se GPUs. RSC today ¢

of 6,080 GPUs — with e

high-per rformance network fa
total of 760 NVIDIA DGX A1

Meta's Llama 3.1 4058 model was tramed using over 16,000 NVIDIA H100
GPUs. This was the first Llama model to be trained at this scale.

Explanation ¢

Tesla Unveils Top AV Training Supercomputer Powered by NVIDIA
A100 GPUs

‘Incredible’ GPU cluster powers Al development for Autopilot and full self-driving.

Features:

* The training process for Llama 3.1 405B required a large amount of computing

power.

* Meta optimized their training infrastructure to handle the model's scale.

¢« The model was trained on over 15 trillion tokens.

¢ The training process took 54 days.

xAl Colossus is a supercomputer built by xAl, a company
founded by Elon Musk, to train and power the Al chatbot
Grok. It's located in Memphis, Tennessee, in a former
Electrolux manufacturing plant.

Stability Al, the startup behind Stable
Diffusion, raises $101M

Kyle Wiggers =
Stability Al has a cluster of more than 4,000 Nvidia A100 GPUs running in AWS, which it uses to train Al
systems, including Stable Diffusion. It's quite costly to maintain — Business Insider reports that Stability

Al's cperations and cloud expendiiures exceeced $50 million. But Mostaque has repeatedly asserted that

the company's R&D will enable it to train models more afficently going forward.

Nvidia and Microsoft team up to build
‘massive’ Al supercomputer

/ The companies hope to create
‘one of the most powerful Al
supercomputers in the world,’
capable of handling the growing
demand for generative Al.

= Microsoft [
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e GPUs: The supercomputer has over 100,000 Nvidia H100 GPUs, which are some of
the most powerful processing chips available ¢

 Liquid cooling: The GPUs are liquid-cooled ¢

» Networking: The supercomputer uses Nvidia Spectrum-X Ethernet networking ¢

» Storage: The supercomputer has exabytes of storage ¢



National Investment in Al
Cyberinfrastructure

* To accommodate the increasing need of HPC for Al, the US
government has heavily invested in supercomputers:

« TACC Horizon, O(1000) GPUs, to deploy in 2026, funded by NSF LCCF
* NERSC Perlmutter, +7,000 Nvidia A100s, deployed in 2021

 ALCF Polaris, +2,000 NVIDIA A100s, deployed in 2022

* OLCF Frontier, 37,888 AMD MI250X GPUs, deployed in 2021

 ALCF Aurora, 63,744 Intel GPU Max Series, access open aweek ago



National Investment in Al
Cyberinfrastructure

'he Nati | Artificial | t".
° This focus area, led by NSF, will support open Al research by This focus area, co-led by the National Institutes of Health and the
providing access to diverse Al resources via the NAIRR Pilot Portal Department of Energy, will support Al research requiring privacy
esea ‘ eso u ‘ e I o and coordinated allocations. and security-preserving resources and assemble exemplar privacy-

preserving resources.

Operational focus areas

NAIRR Open NAIRR Secure

NAIRR Software NAIRR Classroom
This focus area, led by NSF, will facilitate and investigate This focus area, led by NSF, will reach new communities through
interoperable use of Al software, platforms, tools and services for education, training, user support and outreach.

NAIRR pilot resources.

Filters Resources
Resource Category .
Indiana Jetstream2 GPU £
B Federal agency systems
Private sector computational resource NCSA Delta GPU (Delta GPU) v
Private sector model access
Other private sector contribution NCSA DeltaAl o
Resource Type
Cloud PSC Bridges-2 GPU (PSC Bridges-2 GPU) v
GPU Compute
Innovative [ Novel Compute Purdue Anvil GPU Ny
CPU Compute
Service [ Other SDSC Expanse GPU v
Reset Filters
TACC Frontera GPU 4
TACC Lonestar6-GPU hd
TACC Vista (NVIDIA GH100 Grace Hopper Superchip) A

TAMU ACES v



2017-2025 Research Focus

* Non-convex Optimization
* Large-batch Training
* 2nd-order Optimization
* Gradient Sparsification

100-1000 Processors

* |/O System
* Efficient 1/0O for Neural Network Training
with Compressed Data | g
* Fair-sharing Remote-shared Burst Buffer .g\ I | NCSA

» Job Scheduling

 Tradeoff between turnaround and node
hour consumption

e Carbon emission

Supercomputer



2017-2025 Research Focus

OpenFold, an open source implementation of AlphaFold
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SRGAN, super-resolution of low-dose electromagnetic brain
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[In progress] Digital Agriculture
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Software Installation
[ IEAX S"u:;:;?
o Run on Many GPUs
Job Management
[ « Recycling (three tirmes)
AlphaFold2 Data Management

Sequence origin Count (approx.) MSA Template hits Structure Provenance Man age ment

PDB (all unique chains) 140,000 v v Experimentally determined

Uniclust30 (filtered) 270,000 v v Predicted by AlphaFold2

Uniclust30 (unfiltered) 16 million v X X

OpenProteinSet
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Diamond: Train Any Model with Any Dataset on Any Machine!
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Diamond: Democratizing large foundation model

training for science

* https://diamondhpc.ai/ Log in to use diamond

* Web Ul training management on

NAIRR GPU Resources

By selecting Continue,

* Container Image Builder

* Job Composer CU

Use your existing organizational login

y of N Jersey

, you agree to Globus terms of service and privacy policy

sses Cllogon to enable you to Log In from this organization

By clicking Continue, you agree to the ClLogon privacy policy and

o Ta S k I v I a na e I | Ie nt you agree to share your username, email address, and affiliation with
g ClLaegon and Globus. You also agree for ClLogon to issue a certificate

 Future functionalities
* Data management across clusters
* Provenance tracking

that allows Globus to act on your behalf.

@9




Diamond: Democratizing large foundation model

Discover or build

tralnlng for SClence training containers and

adaptthem for specific
HPC resources

Train and fine-tune large neural » © o o ° 9
networks anywhere S

-----------

Pick your training dataset,
configure training parameters,
and select training compute

Leverage cutting-edge training

libraries and state-of-the-art training r——— eSOUICes
practices .
Scale training pipelines to the largest s oo e
HPC resources Deploy, monitor, and
manage the training
process b ghe

Manage training datasets across all

30070 4400-8100-McSHB00l0N  PENDNG  fuokic00stirenatroreers (DD
your computing resources —

openfoid Gleaf 39¢-1c79-4400-8100-34c 51860400 PENDING Mvork2/0094 8/ zzhang/frontera




Diamond: Democratizing large foundation model
training for science

Resources
Indiana Jetstream2 GPU £
NCSA Delta GPU 4
NCSA DeltaAl v
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Diamond: Train Any Model with Any Dataset on Any Machine

* Custom Container Image

Container
Builder

Job
Composer

Job
Monitor

Globus ClI
Login

<¥ DIAMOND
Eg Dashboard M

| Image Builder Debugger
@ Image Builder
[ image Manager

1
@ Job Composer @ @ _
Base Image Dependencies

M T1ask Manager
9 ysers Select Endpoint

Settings Endpaint

Select endpoint

Image Location
Enter image location

Provide the location of the
image as a string.

Previous

®

Environment Variables

®

Build Commands

®

Review

Mext




Diamond: Train Any Model with Any Dataset on Any Machine

* Compose and Run a Job

Globus ClI
Login

Container
Builder

Job
Composer

R 0 & 8

)
™

3

¥ DIAMOND

Dashboard
Image Builder
Image Manager
Job Composer
Task Manager
Users

Settings

Job Composer

Task Type
Submit Task

Select the type of task you want to
execute.

Task Name
Enter task name

Provide a name for the task

Endpoint

Select endpoint

Partition

Select a partition from the list

Number of Nodes

1

Container

Select container

Select a container from the list.

Log Path

Log Path

Task

Task details

Submit

Job
Monitor



Diamond: Train Any Model with Any Dataset on Any Machine

e Monitor Jobs

Globus ClI Container Job Job
Login Builder ) Composer [ Monitor
< DIAMOND
88 Dashboard
@ 1mage Builder Task Manager
(] Image Manager
@ G Task Name Endpoint Task Status Log Path Actions
(O Task Manager openfold 6feaf39c-fc79-440b-810d-34c5f86e40ef PENDING fwork2/00946/zzhang/frontera
20 users openfold 6feaf39c-fc79-440b-810d-34c5f86e40ef  PENDING Jwork2/00946/zzhang/frontera

Settings




Diamond: Democratizing large foundation model
training for science

* https://diamondhpc.ai/
* zhao.zhang@rutgers.edu
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